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Conclusions

Data-efficient language models can learn to perform the
word-order task, but this does not translate to general
improvements 1n syntax understanding.
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